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Schedule for today
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Github, Workshop webpage and Posit Cloud project

• Github: https://github.com/ocbe-uio/2022_
bioinformatics_workshop/

• Workshop webpage: https://ocbe-uio.github.io/2022_
bioinformatics_workshop/

• Posit Cloud project:
https://posit.cloud/content/5131383/
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Introduction Regularisation

Some topics for this morning

Part 1

• What is supervised machine learning?

• What do we mean by small data?

• What can we do to improve ML with small data?

• Restrict the model space ! Regularisation
• Borrow information ! Include known structure in the model

Part 2

• Overfitting

• Variance vs bias

• Model selection, assessment & validation

• Prediction performance

• Resampling: Cross-validation
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Introduction Regularisation

Further reading

James G, Witten D, Hastie T and Tibshirani R (2021), An
Introduction to Statistical Learning with Applications in R,
Springer, 2nd edition. https://www.statlearning.com

Hastie T, Tibshirani R, Friedman J (2009), The Elements of
Statistical Learning, Springer, 2nd edition.
https://hastie.su.domains/ElemStatLearn/

Holmes S, Huber W (2019), Modern Statistics for Modern
Biology, Cambridge University Press.
https://www.huber.embl.de/msmb/

(some chapters on supervised/ unsupervised machine learning)
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Introduction Regularisation

Introductory example:

Integrative omics for personalized cancer therapy
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Introduction Regularisation

Personalized cancer therapy

...aims to find the best therapy for each patient based on data
about the patient and tumor (e.g. genomic data).

slide by Stephan Pfister
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Introduction Regularisation
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slide by Kjetil Taskén

8 MedBioInfo - Machine Learning Machine learning for small data 1



Predict sensitivity to multiple drugs Y from multi-omics X



Challenges and opportunities (1)

• Small sample size

• Several types of input data X:
E.g., gene expression, copy number, mutation

• Multivariate response Y

• Unclear how to define Y



Introduction Regularisation

Challenges and opportunities (2)

The data are highly structured:

1. In Y: relationships between drugs, e.g. due to similar
chemical drug composition, same target genes/pathways

2. In X: relationships between molecular data sources

Ickstadt et al. (2018)
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(Supervised) Machine Learning 
with Small Data

Manuela Zucknick (with slides from Maren Hackenberg)



Machine learning with small data



Machine learning with small data



What is supervised machine learning?



What do we mean by small data?

• Large p, small n (p>n)
• Potentially, more variables in the model than we have samples

• Classical statistical methods (e.g. linear regression) do not work:
• More parameters (e.g. regression coefficients) to estimate than 

observations for estimating them
• Even if all parameters can be estimated: Danger of over-fitting

• Example: Predict treatment response using gene expression data 
(n ~ 100, p ~20000)



What do we mean by small data?

What can we do? (1) Restrict the model space
(2) Borrow information across observations
(3) Increase sample size J





What can we do?
(1) Restrict the model space

• (A) Careful feature engineering:
• Preselect variables by biological relevance 
• Non-specific filtering, e.g. keep only variables with variance across 

observations larger than a threshold

• (B) Make use of known structure in the data (biological knowledge)

• (C) Use of regularisation techniques:
• L1 and L2 penalisation 

• add a penalty term to the loss function to reduce the complexity of the model 
• Bayesian equivalents: restrictions on the prior (Bayesian variable selection)

• Early stopping
• train a model iteratively only until the validation error starts to decrease 

(boosting, neural networks)
• Dropout regularisation

• randomly dropping out neurons while training (neural networks) or 
• randomly dropping features when building a regression tree (random forest)



Introduction Regularisation

Penalised regression

• Standard regression cannot deal with p >> n:

• The maximum-likelihood estimate �̂ = argmax� `(�) does not
exist (` = log-likelihood).

• Solution:

Penalise the likelihood function by subtracting a penalty term
and maximise penalised log-likelihood instead:

�̂ = argmax
�

(`(�)� �||�||)

• � is a penalty parameter,
• ||�|| represents the size of the regression coe�cient vector,
• The larger � is chosen, the more the algorithm is encouraged

to find a solution where ||�|| is small ! shrinkage.
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Introduction Regularisation

Penalised regression

• Examples for penalty terms:
• Ridge regression (Hoerl and Kennard 1970):

�||�|| := �
Pp

g=1 �
2
g ! L2 penalty

• Lasso regression (Tibshirani 1996):

�||�|| := �
Pp

g=1 |�g | ! L1 penalty

• Elastic net (Zou and Hastie 2005):
Combination of both ridge and lasso penalty:

�1
Pp

g=1 |�g |+ �2
Pp

g=1 �
2
g

• Advantage of lasso and elastic net:
Both will produce a sparse solution, where only a few genes
have estimate �̂g 6= 0.
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Introduction Regularisation

Penalised regression

Examples for coe�cient paths relative to penality �:

Ridge regresson Lasso regression

Hastie et al. (2009), Figures 3.8 and 3.10
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Introduction Regularisation

Penalised regression
• Ridge regression L2: shrinks all coe�cients to small, but
non-zero values.

• Lasso regression L1: shrinks some coe�cients to exactly zero.
• Elastic net: mixture of the two: does shrink some coe�ents to
exactly zero. Keeps more variables if there is correlation.

James et al. (2013)
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Introduction Regularisation

Di↵erent penalties for di↵erent types of data

Assume two data matrices X and Z:

Y = X� + Z� + ✏

• Mandatory covariates: Do not penalise the parameters �:

`pen(�, �) = `(�, �)� �||�||

e.g. with R packages glmnet or penalized

• Several types of molecular data sets:
Allow di↵erent penalties for � and �:

`pen(�, �) = `(�, �)� �� ||�||� �� ||�||

e.g. with R packages GRridge (Van de Wiel et al., 2016)
http://www.few.vu.nl/~mavdwiel/grridge.html)
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Introduction Regularisation

Di↵erent penalties for di↵erent types of data

Assume two data matrices X and Z:

Y = X� + Z� + ✏

• Several types of molecular data sets:

• Alternative: Combine all data and use one penalty, after
scaling all features to unit variance to ensure that the data
sources are treated equally.

• Example: Elastic Net models in Barretina et al. (2012)

46 MedBioInfo - Machine Learning Machine learning for small data 1



What can we do?
(2) Borrow information

• Borrow information across observations in the data set
• If there is correlation, include this in your model
• between variables (e.g. MRF prior for defining which variables to 

include together)
• between samples (covariance matrix)

• Borrow information from external knowledge
• E.g., use pathways to determine which genes should be included 

together

• Borrow information across data sets: transfer learning



Make use of external (biological) knowledge

• (1) Use known relationships with one data source (CNV) to 
guide the variable selection in another (gene expression)

• (2) Combine the data-driven ML approach with 
knowledge-driven mechanistic modelling

• (3) Make use of correlations in the data
• between input variables - to restrict the model space
• between response variables - to borrow information
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(2) Combine the data-driven ML approach with 
knowledge-driven mechanistic modelling
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(3) Make use of correlations in the data:
between input variables - to restrict the model space
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(3) Make use of correlations in the data:
between response variables - to borrow information
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Model validation is crucial with small data

• Careful and correctly set up the model validation framework is even 
more important with small data
• To avoid over-fitting when selecting tuning parameters or selecting 

models
• To avoid being too optimistic when estimating prediction error

• Learning curve: How many samples are needed in the training set to 
approach optimal model training?
• Nested cross-validation
• .632+ bootstrapping vs .632+ subsampling



Nested cross-validation



Learning curve: 
How many samples are needed in the training data?
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