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Afternoon session (DM Auditorium 13)

Tuesday 25, 12:45 - 16:00

12:45 - 13:00  Introduction to probability and diagnostic testing

13:00 - 14:30  Self-study of part 1 with Q&A

14:30 - 15:00  Break

15:00 - 15:15  Introduction to COVID-19 testing 
15:15 - 15:45  Discussion in groups 
15:45 - 16:00  Summary of this session


Morning session (DM Store Auditorium)

Wednesday 26, 8:30 - 11:45

  8:30 -   9:15  R Lab 1: COVID-19 Tests

  9:15 -   9:30  Introduction to probability distributions

  9:30 -   9:45  Break 
  9:45 - 10:45  Self-study of of part 2 with Q&A

10:30 - 10:45  Break

10:45 - 11:30  R Lab 2:  Simulations 
11:30 - 11:45  Summary of this session






Key concepts to learn today

Lecture notes: Probability


• Probability and basic probability calculations

• Conditional probability and stochastic independence

• Bayes law and Bayesian statistics


Lecture notes: Diagnostic Tests


• Sensitivity and Specificity

• Calculation of Positive Predictive Value (PPV)


and Negative Predictive Value (NPV) using Bayes law


 






Topics for COVID-19 Tests Discussion
We will focus on Figure 2 from:

T.R. Mercer and M. Salit, Testing 
at scale during the COVID-19 
pandemic, Nature Reviews 
Genetics 22, 415-426 (2021)


• Identify all the probabilities in this figure.

• How are the number of negative and positive tests computed in each case?

• Based on these probabilities, would you ever recommend population-scale testing?

• Would you instead recommend testing to specific groups? Which ones?




Summary

• Probability of an event is the frequency that the event occurs in a large 

    number of trials.


• A probability is always a value between 0 and 1. There are basic rules to do 

    probability calculations (complement, additive and multiplicative rule).


• A conditional probability P(A|B) is the probability of A given that B has occur.


• Events A and B are independent if P(A|B) = P(A), then P(A ∩ B) = P(A)P(B)


• Bayes law:  P(B|A) =P(A|B)*P(B) / P(A) 


• Use conditional probabilities and Bayes law to understand sensitivity, 

specificity, PPV and NPV.


• Role of prevalence in diagnostic tests results.



