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Outline

Review: statistical inference, t-test


Demonstration in R


Practice (exercise 1, 2) 

Summary and wrap up

Lab notes for today: 
(under R Lab and Code tab)


t-test


Link to R Lab and Code


https://ocbe-uio.github.io/
teaching_mf9130e/lab/
lab_ttest.html

8:30-9:15 


9:15 - 


Practice




Research question:  
Compare measurements from 2 groups


Height between men and women;


Outcome between treatment and control groups;


…


It can also be more than 2 groups; but we focus 
on 2 groups in this course.

In the abstract of papers, you often see the 
following expressions: 


“Significantly different with p < 0.001” 


“Confidence interval is (1.2, 2.5)”


OR (odds ratio) of smoking is 2.5 (1.1, 6.7)


…

Statistical inference



<latexit sha1_base64="LCDXJSJOZDU5kCVTvuwAH+Fi93g=">AAACAHicbZDLSgMxFIYz9VbrbdSFCzfBIlSQMlNEXRbduJIK9gKdsWTSTBuaZIYkI5ShG1/FjQtF3PoY7nwbM+0stPWHwMd/zuHk/EHMqNKO820VlpZXVteK66WNza3tHXt3r6WiRGLSxBGLZCdAijAqSFNTzUgnlgTxgJF2MLrO6u1HIhWNxL0ex8TnaCBoSDHSxurZBx3oKcrhbcXjyWnGA44eaic9u+xUnangIrg5lEGuRs/+8voRTjgRGjOkVNd1Yu2nSGqKGZmUvESRGOERGpCuQYE4UX46PWACj43Th2EkzRMaTt3fEyniSo15YDo50kM1X8vM/2rdRIeXfkpFnGgi8GxRmDCoI5ilAftUEqzZ2ADCkpq/QjxEEmFtMiuZENz5kxehVau651X37qxcv8rjKIJDcAQqwAUXoA5uQAM0AQYT8AxewZv1ZL1Y79bHrLVg5TP74I+szx9chZT6</latexit>

X ⇠ N(µ,�2)

-1.96, 1.96 are 2.5% and 97.5% quantile for N(0,1)


P(X > 1.96) = 0.025; P(X < 1.96) = 0.975 
P(X < -1.96) = 0.025

-1.96 1.96 

Normal distribution, t-distribution
Probability distribution of t-distribution for different 
degrees of freedom (v)

When v is big (around 30), t-distribution is close to 
normal distribution


However the smaller v, the more different t-dist is 
from a normal distribution.



Statistical inference
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We focus on continuous measurements today


Sample mean


Confidence interval


Test for mean (t-test):  
one sample 
paired samples  
two samples

(Example 2a, 2b in t-test lab notes)  
Lung data (PEFH98-english)


Height for women:  
We want to compare the average height of women with 
a fixed value.  
How confident are we about the conclusion?



(Example 2a, 2b in t-test lab notes)  
Lung data (PEFH98-english)


Height for women:  
We want to compare the average height of women with 
a fixed value. (Say, 167cm; or 178 cm)  
How confident are we about the conclusion?

Sample mean

Step 1: get to know your data


Descriptive statistics:  
produce mean, variance, min, max (among others)


Visualise your data:  
Histogram 
Useful to plot mean on top of the histogram

mean (average):  169.57 
variance: 32.40 
min, max: 158, 183



(Example 2a, 2b in t-test lab notes)  
Lung data (PEFH98-english)


Height for women:  
We want to compare the average height of women with 
a fixed value. (Say, 167cm)  
How confident are we about the conclusion?

Sample mean

Step 2: understand what you are comparing


Sample mean (average height: 169.57)  
A fixed value (167)


Are these two lines sufficiently different? (“significantly”) 

Need to know what possible values the sample mean 
could take (with probability)



(Example 2a, 2b in t-test lab notes)  
Lung data (PEFH98-english)


Height for women:  
We want to compare the average height of women with 
a fixed value. (Say, 167cm)  
How confident are we about the conclusion?

Confidence interval (of mean)

Step 3: compute the confidence interval (95%) for 
sample mean


95%: out of 100 experiments (random sampling), 95 
times, the sample mean falls within this range


This range is computed based on mean and standard 
error, along with quantiles of a distribution (t or normal)


(However, in practice such as doing a t-test you do not need to compute 
by hand, standard statistical tests implements this for you)

mean (average):  169.57 
95% CI: 168.02; 171.13



t-test (one sample)
We can formally do a hypothesis test and compute a p-value to express our confidence in the results


Student’s t-test (in this case, one-sample) formally tests whether a sample mean is equal to a pre-specified value

State your hypothesis 

Null hypothesis H0: mean height of female is equal to 167


Alternative hypothesis Ha: mean height of female is NOT 
equal to 167

Compute test statistic T0 under H0 
<latexit sha1_base64="ns2+RqkC30TS0oD+0ZL5DsrDCM0=">AAACQHicbZDNS8MwGMZTv51fU49egkPwYm33qQdB9OJRwbnBOkqapVtYmtYkFUbon+bFP8GbZy8eFPHqyWwW8euFwMPzPC9JfkHCqFSO82BNTc/Mzs0vLBaWlldW14rrG1cyTgUmTRyzWLQDJAmjnDQVVYy0E0FQFDDSCoan47x1Q4SkMb9Uo4R0I9TnNKQYKWP5xdal78Aj6IUCYe0FSOh2BvegF6W+k2m578lroTTPMvjVcuuHdq1hSm69kemaXT/MW7WqqR3Bil0pV/xiybGdycC/ws1FCeRz7hfvvV6M04hwhRmSsuM6iepqJBTFjGQFL5UkQXiI+qRjJEcRkV09AZDBHeP0YBgLc7iCE/f7hkaRlKMoMM0IqYH8nY3N/7JOqsKDrqY8SRXh+POiMGVQxXBME/aoIFixkREIC2reCvEAGUrKMC8YCO7vL/8VV2Xbrdu1i2rp+CTHsQC2wDbYBS5ogGNwBs5BE2BwCx7BM3ix7qwn69V6+6xOWfnOJvgx1vsHgcWrdA==</latexit>

T0 =
X̄ � µ0

s/
p
n

=
169.57� 167

5.69/
p
54

= 3.323

<latexit sha1_base64="u4RN+DDJq9LD0Z82rqtw1DVioug=">AAAB/nicbVDLSsNAFJ3UV62vqLhyM1gEFxKSaqwuhKIblxXsA9oQJtNJO3QyCTMToYSCv+LGhSJu/Q53/o2TtgttPXC5h3PuZe6cIGFUKtv+NgpLyyura8X10sbm1vaOubvXlHEqMGngmMWiHSBJGOWkoahipJ0IgqKAkVYwvM391iMRksb8QY0S4kWoz2lIMVJa8s0D5Wfu2Sm0rauqO4bXsGLZtuubZVv3HHCRODNSBjPUffOr24txGhGuMENSdhw7UV6GhKKYkXGpm0qSIDxEfdLRlKOISC+bnD+Gx1rpwTAWuriCE/X3RoYiKUdRoCcjpAZy3svF/7xOqsJLL6M8SRXhePpQmDKoYphnAXtUEKzYSBOEBdW3QjxAAmGlEyvpEJz5Ly+SZsVyLiz3/rxcu5nFUQSH4AicAAdUQQ3cgTpoAAwy8AxewZvxZLwY78bHdLRgzHb2wR8Ynz9JW5J7</latexit>

t53,0.975 = 2.005

Compare with critical values at a certain level of 
significance (0.05)


If T0 is more extreme than critical value, it means it 
is unlikely to be observed -> reject H0

You can also compute a p-value (of observing T0 = 
3.323) under the null hypothesis (t-distribution of 53 
degrees of freedom)


If p-value < 0.05, it means T0 is unlikely to be 
observed -> reject H0 
(p = 0.0016 -> reject H0)



t-test (one sample)

Mean height (169.57) vs 167 
T = 3.23 
p = 0.0016


(Prob beyond +- 3.23 under t53)

Mean height (169.57) vs 169 
T = 0.74 
p = 0.462


(Prob beyond +- 0.74 under t53)
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Hypothesis testing workflow  

Step 1. State null and alternative hypothesis, H0, 
Ha


Step 2. Compute test statistic (under the null 
hypothesis)


Step 3. Compare with critical values, compute a 
p-value


Step 4. Decide whether to reject or not reject the 
null hypothesis

t-test (paired sample, two samples)

Paired sample:  
on the same subject  (before / after treatment)


Two independent samples:  
different subject (case control, male female)

# by default, conf.level = 0.95 

t.test(x) # by default, mu = 0 

# whether sample mean is equal to 5 
t.test(x, mu=5)  

t.test(x1,x2, paired = T) # paired 
t.test(x, y)    # two ind. samples



Check assumption
Check for normal distribution with visualization


Histogram: looks like bell shaped


Q-Q (quantile-quantile) plot: points fall 
approximately on a straight line


Important to do EDA! (Exploratory data analysis)

If your data histogram looks like this: t-test is 
NOT appropriate. (Week 2)



Demonstration
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