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Outline

Lab notes for today: 
(under R Lab and Code tab)


EDA II


Non-parametric tests

Exploratory data analysis II


Transformations, non-parametric 
tests


Demonstration in R

8:30-9:15


9:30-10:15


Demontration 
& Practice
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Exploratory vs Confirmatory

Confirmatory data analysis 
- focus on inference: hypothesis testing 
- parameter estimation, uncertainty 
- model selection


Initial data analysis (exploratory) 
- describe data and collection procedures 
- scrutinise data for errors, outliers, missing 
- check assumptions needed for confirmatory analysis to hold


John Tukey (1977): “Too much emphasis in statistics was placed on hypothesis testing; 
more emphasis needed to suggest what hypothesis to test”


Hypothesis doesn’t generate by itself; also, your data won’t be perfect - EDA helps!

(Table 2, 3…)


(Table 1, or none)
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Check data type and quality 
- coding: e.g. are numerical numbers coded as a character? 
- does data fall within a plausible range? (e.g. weight, height) 
- are there too many missing data? Missing at random or not?


Check whether assumptions hold  
- for example, does a continuous variable look ‘normal’? 
- do linear relationships hold? 


If not, consider alternative methods.


Note: not all data *should* be normal (e.g. time data, only positive and often skewed)

Exploratory data analysis
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Dataset: length of hospital stay (liggetid)
Data collected at Ullevål hospital; 1139 observations, 21 variables 
Main outcome of interest: length of hosptal stay (liggetid)  
Other variables to look at: year of admission, age, gender, type of admission, stroke
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Explore: age vs los (length of stay)
Examine the relationship between age and length of stay, via scatter plot.


Can we add more information to the plot, such as gender?
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Explore: age vs los (length of stay)

Add histogram on top of the scatter plot: we can see the distribution for each variable.  
Length of stay is not normally distributed! (As is often the case with ‘time’ data)
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Explore: los, gender, year
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Explore: los, gender, year, type admission
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Example: 2 variables from birth data (right) 
- BWT: approximately symmetrical 
- LWT: not symmetrical - ‘right skewed’


Example: PEF data (below) 
- PEF sitting mean for 2 genders look different

Non-normal data is common

10



Non-normal data is common
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Q-Q (quantile-quantile) plots: graphical way of 
comparing two distributions


When checking normality, we plot  
- the quantiles of the observed data  
- against the quantiles of the corresponding normal 
distribution (theoretical)


If two distributions are identical, their quantiles are 
the same;


Q-Q plot should follow a straight 45 degree line


For ‘simulated’ normal data, there are some small 
deviation from the line; not a problem. 

Can also carry out statistical tests for normality; but 
QQ plot is usually sufficient. 
Kolmogorov-Smirnov test, Shapiro-Wilk test

Q-Q plot
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Standard normal data N(0,1); 
most points on 45 degree line in QQplot.

T-distributed data (df=5);


heavier tail (i.e. more points far from the average 0 
compared to normal)


Points deviate from the line more strongly on 
QQplot.


Compare the quantiles for N(0,1) and t(5):  
- 0.975: 1.96 vs 2.57 
- 0.999: 3.09 vs 5.89

Q-Q plot

13



Left-skewed data (negatively skewed)


longer tail to the left


Less common than right-skewed


Examples: 
- age of death (there is an upper-bound)


Median > mean

Q-Q plot
Right-skewed data (positively skewed)


longer tail to the right


Examples: 
- time: can not be negative, but no upper bound 
- income: (most people earn much less than a few 
rich people) - hence ‘median income’ is often used 


Median < mean
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Real data is imperfect - doesn’t *necessarily* mean there is something wrong with the data; but need to 
choose methods carefully.


For one variable (univariate data), we have seen non-normal data: 
- left or right skewed 
- heavy tails (e.g. outliers)


If you use methods based on normality and symmetry (e.g +-1.96 s.e. for 95% CI), the results are wrong.


When you have more variables,  
- the relationship between 2 variables might be non-linear


You might need to  
- transform your data (apply a non-linear function), e.g. log transformation 
- rank-based non-parametric methods 
- bootstrap (resampling) to get a confidence interval 
- generalized linear models (logistic regression rather than linear, etc)

Real data is messy
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